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Verantwortungsbewusste
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“Und ein herzliches
Willkommen an unsere
Gäste aus Italien.”
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“Natürlich kann ich 
Italienisch – das hörst du 
doch. Ich könnte den 
ganzen Vortrag über Ethik
und KI auf Italienisch
halten. Gar kein Problem.”

Verantwortungsbewusste
KI
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“Nein, das ist nicht betrügen. Jeder weiß
heutzutage, dass man KI nutzen kann, um 
Sprache zu übersetzen – und dann sprichst
du Italienisch, Holländisch, Chinesisch. Ich 
würde sagen, dies ist ein Service für 
KundInnen, so dass sie Inhalte in ihrer
eigenen Sprache erhalten. Ihr findet es 
doch gut, dass ich eure Sprachen sprechen
kann, oder? Hmm?”

Verantwortungsbewusste
KI
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Warum reden wir über KI?
Und warum heute?

• Aktuelle schnelle technologische Entwicklung

• Ratsuchende nutzen KI bereits aktiv („ChatGPT sagt, …“)

• Suchtberatung trifft auf neue Kommunikationsformen

• Corona-Zeit: Schub für Online-Beratungen
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Wer hat diese Woche schon KI benutzt?

Wer hat heute schon KI benutzt?

Presenter-Notizen
Präsentationsnotizen
GPS
Chat
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KI Übersicht in Suchmaschinen
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Eure Erfahrungswerte

Wo entlastet KI eure Arbeit? 

Wo belastet sie euch?
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Wie unterstützt KI schon jetzt?

Prof. Dr. Kerstin Prechel | LSSH | 2025

Sozial Roboter Navel

Augmented Reality Brillen

KI-Algorithmen in der Medizin

NLP für medizinische Anwendungen in 
Ghana

KI im 1st und 2nd Level Kundensupport

KI in der Bildung

Prof. Dr. Kerstin Prechel | LSSH | 2025

Presenter-Notizen
Präsentationsnotizen
Künstliche Intelligenz (KI) hat bereits vielfältige Anwendungen in unserem Alltag, oftmals ohne dass wir uns dessen bewusst sind. Hier sind einige Bereiche, in denen KI eine Rolle spielt: 1. **Smartphones und Persönliche Assistenten**: KI steckt in Sprachassistenten wie Siri, Google Assistant und Alexa, die auf Sprachbefehle reagieren, sowie in Smartphone-Kameras, die Szenen erkennen und Einstellungen für optimale Fotos automatisch anpassen. 2. **Soziale Medien**: KI wird verwendet, um Inhalte zu personalisieren, indem sie lernt, was Nutzer mögen, und passende Beiträge in Feeds anzeigt. Ebenso hilft sie dabei, unangemessene Inhalte zu erkennen und zu filtern. 3. **Online-Shopping und Werbung**: KI-Systeme analysieren Kaufverhalten und surfen Verhaltensmuster, um personalisierte Empfehlungen und Werbung zu generieren. 4. **Streaming-Dienste**: Plattformen wie Netflix und Spotify nutzen KI, um Film- und Musikempfehlungen auf der Grundlage früherer Seh- oder Hörgewohnheiten zu geben. 5. **Autonome Fahrzeuge**: KI-Technologien ermöglichen es Autos, sich selbstständig zu steuern, indem sie ihre Umgebung wahrnehmen und auf sie reagieren. 6. **Smart Home-Geräte**: Intelligente Thermostate lernen zum Beispiel die Temperaturpräferenzen der Bewohner und passen sich automatisch an. 7. **Gesundheitswesen**: KI-Systeme werden für Diagnosewerkzeuge, Personalisierung von Behandlungsplänen und in der Forschung für die Entdeckung neuer Medikamente eingesetzt. 8. **Finanzdienstleistungen**: KI wird für Betrugserkennung, personalisierte Finanzberatung und automatisierte Handelssysteme verwendet. 9. **Produktion und Lieferketten**: KI optimiert Produktionsprozesse, Lagerbestände und Logistik, um Effizienz und Kosteneinsparungen zu verbessern. 10. **Kundenservice**: Chatbots und virtuelle Assistenten, die auf KI basieren, können Anfragen beantworten und Benutzer durch Problemlösungen leiten. Diese Beispiele zeigen, wie KI-Technologien allgegenwärtig sind und zunehmend in den Vordergrund unseres täglichen Lebens rücken, oft darauf ausgerichtet, Prozesse zu vereinfachen, zu beschleunigen und zu personalisieren.

Diskriminierung durch einen Algorithmic Bias 
Allerdings häufen sich in den vergangenen Jahren Meldungen darüber, dass eingesetzte Software im Arbeitskontext systematisch diskriminieren kann. Da wäre die Anwendung zur Prognostizierung der Arbeitsmarktchancen von Arbeitssuchenden, die Frauen generell als weniger vermittelbar bewertet. Oder das auf Künstlicher Intelligenz basierte Recruiting-Werkzeug, welches auf Basis von Bewerbungsunterlagen geeignete Kandidat*innen für eine zu besetzende Stelle findet und Frauen systematisch herunterstuft. Digitale Technologien sind nicht per se neutral und fair, sondern können einen sogenannte Algorithmic Bias enthalten. Ein Algorithmic Bias, zu Deutsch algorithmische Voreingenommenheit, beschreibt systematische Fehler einer Maschine, eines digitalen Systems oder einer Anwendung, die zu unfairen Ergebnissen führen, z.B. die Privilegierung einer bestimmten Nutzer*innengruppe gegenüber anderen. Doch es ist nicht die Technik an sich, die diskriminiert; ein Prozessor unterscheidet beispielsweise lediglich zwischen zwei exakten Zuständen: Strom fließt und Strom fließt nicht. Die zu beobachtenden Verzerrungen haben menschliche Ursachen, die erklär- und lösbar sind. 
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Kurzstudium Informatik – 
Schwerpunkt Künstliche Intelligenz

Digitale Souveränität als Präventionskonzept
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Neuronale Netzwerke 
eine Form der Künstlichen Intelligenz

Black Box Problem

Bias

Bewertung des 
Ergebnisses

Prof. Dr. Kerstin Prechel | LSSH | 2025

Presenter-Notizen
Präsentationsnotizen
KI – was ist das eigentlich? (Basics)
Unterschied: klassische KI vs. generative KI
Wie Large Language Models funktionieren
Warum KI überzeugend wirkt, aber nicht wissend ist
Trainingsdaten, Mustererkennung, Wahrscheinlichkeiten

KI ist wohl eines der meist diskutierten Themen derzeit, doch die Ursprünge sind weit in der Vergangenheit zu finden. Obwohl es erste Überlegungen bereits in der Antike gegeben haben soll, gilt das “Summer Research Project on Artificial Intelligence” aus dem Jahr 1956 als der Startpunkt von künstlicher Intelligenz. Bei dieser sechswöchigen Konferenz kamen KI-Forscher und -Theoretiker zu dem Entschluss, dass unser Verständnis von Intelligenz auch außerhalb von Lebewesen existieren kann. Auf einen konkreten Arbeitsplan oder eine allgemeine Bezeichnung wurde sich jedoch während der Konferenz nicht geeinigt. In den Folgejahren gewann die Entwicklung von KI an Bedeutung, da parallel die Entwicklung in der Informationstechnologie immer weiter fortschritt. (vgl. Buxmann, Schmidt, 2021; S. 4) 
Heute ist KI ein so komplexes Themenfeld, sodass eine allgemeingültige Definition schwierig ist. Es kann jedoch festgehalten werden, dass menschliches Denken und Lernen mithilfe von Algorithmen maschinell imitiert wird und die Ergebnisse zur Lösung von Aufgaben verwendet werden. (vgl. Buxmann, Schmidt, 2021; S. 6) In Deutschland gaben rund 37 Prozent der befragten ArbeitnehmerInnen an, dass künstliche Intelligenz bereits in ihrem Unternehmen eingesetzt wird oder eingesetzt werden soll. Zum Vergleich: Im Jahr 2018 lag dieser Anteil noch bei 11 Prozent (vgl. Bitkom, 2022). Dabei nutzt der Großteil der Unternehmen in Deutschland, Österreich und der Schweiz KI im Kontext des maschinellen Lernens (vgl. Capgemini, 2022). Aber nicht nur die Bereiche Robotik, Sprachassistenz, autonomes Fahren und der Gesundheitssektor sind interessante Anwendungsfelder für KI (vgl. Statista, 2023). Auch innerhalb der Verlagsbranche ist KI ein diskutiertes Thema. 
Künstliche Intelligenz ist ein Bereich der Informatik, der darauf abzielt, Maschinen zu schaffen, die Aufgaben ausführen können, die normalerweise menschliche Intelligenz erfordern. Eine Schlüsseltechnologie innerhalb der KI sind neuronale Netzwerke, die biologische Gehirnstrukturen nachahmen. Sie bestehen aus Schichten von Knoten oder "Neuronen", einschließlich sogenannter "Hidden Layers" oder versteckter Schichten, die zwischen der Eingabe- und Ausgabeschicht liegen. Diese Zwischenschichten ermöglichen es dem Netzwerk, komplexe Muster und Beziehungen in Daten zu erkennen und zu lernen. Jedoch kann die Effektivität und Fairness von KI-Systemen durch "Unconscious Biases" (unbewusste Denkmuster) beeinflusst werden, die von den Entwicklern, die an der Programmierung und dem Training der KI beteiligt sind, stammen können. Diese unbewussten Voreingenommenheiten können dazu führen, dass eine KI-Anwendung diskriminierende Entscheidungen trifft, falls sie nicht identifiziert und korrigiert werden. Zudem können verzerrte Daten, die zum Trainieren der KI verwendet werden, dazu führen, dass die KI unfair wird. Wenn die Trainingsdaten nicht repräsentativ für alle Gruppen oder Situationen sind, kann die KI lernen, Entscheidungen zu treffen, die bestimmte Gruppen benachteiligen.
Auf der positiven Seite hat die automatisierte Software das Potenzial, zu mehr Chancengerechtigkeit beizutragen. Indem sie menschliche Voreingenommenheiten in Entscheidungsprozessen reduziert und konsistente, objektive Kriterien anwendet, kann KI dazu beitragen, faire und gleichberechtigte Entscheidungen zu treffen. Voraussetzung dafür ist allerdings, dass die KI-Systeme sorgfältig mit unverzerrten Daten trainiert werden und Mechanismen zur Erkennung und Korrektur von Voreingenommenheiten implementiert sind.
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Neuronale Netzwerke

Katze oder Croissant? 
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Presenter-Notizen
Präsentationsnotizen
Stärken von KI
Strukturieren, Sortieren, Zusammenfassen
Unterstützung bei administrativen Aufgaben
Gute Verfügbarkeit & Neutralität
Kreative Ideen / Textbausteine
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Halluzinationen
und statistische Papageien 
Bendner et al 2021
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13

Presenter-Notizen
Präsentationsnotizen
Automation bias – leute akzeptieren Antworten von Maschinen.
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Presenter-Notizen
Präsentationsnotizen
Amazon
Kredit
Gesundheit – herzinfakt – weibliche Symptomatik. Aber selbst bei gleichen symptomen. 
Wir haben Gesstaltungmacht
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Presenter-Notizen
Präsentationsnotizen
Identische videos – nur artifical hinzugefügt. Teams haben e nach besten wissen gemacht.
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Presenter-Notizen
Präsentationsnotizen
Divere Teams immer besser. Realität zeigt dies aber icht. 
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Phasen bei der Einführung
von KI-Lösungen

Prof. Dr. Kerstin Prechel | LSSH | 2025

Presenter-Notizen
Präsentationsnotizen
Idee (Auftraggeber/Auftraggeberin):
Ausgangspunkt ist die Idee, die von einem Auftraggeber oder einer Auftraggeberin kommt. In Bezug auf ein KI-System könnte dies eine Geschäftsidee sein, wie z.B. ein System zur Optimierung von Logistikprozessen mithilfe von maschinellem Lernen.
Spezifikation (Anforderungsanalytiker/Anforderungsanalytikerin):
Ein Anforderungsanalytiker oder eine Anforderungsanalytikerin übersetzt die Idee in spezifische Anforderungen. Bei einem KI-System könnte dies bedeuten, dass genau definiert wird, welche Daten benötigt werden, welche Ergebnisse das System liefern soll und welche Leistungskriterien zu erfüllen sind.
Benutzeroberfläche (Designer/Designerin):
Hier wird die Benutzeroberfläche entworfen, um sicherzustellen, dass das System benutzerfreundlich ist. Bei einem KI-System könnte dies das Design eines Dashboards umfassen, das KI-Entscheidungen visualisiert oder Nutzern hilft, mit dem System zu interagieren.
Softwarearchitektur (Architekt/Architektin):
In dieser Phase wird die Softwarearchitektur definiert, d.h., es wird festgelegt, wie die einzelnen Komponenten des Systems zusammenarbeiten. Bei einem KI-System ist das besonders wichtig, da die Architektur für die Verarbeitung großer Datenmengen und die Durchführung von Trainingsalgorithmen optimiert sein muss.
Programmiercode (Programmierer/Programmiererin):
Die eigentliche Implementierung des Systems erfolgt durch Programmierer und Programmiererinnen. Bei einem KI-System werden hier die Algorithmen des maschinellen Lernens implementiert, Modelle trainiert und die notwendigen Funktionen programmiert.
Testfälle (Tester/Testerin):
Tester und Testerinnen sorgen dafür, dass das System korrekt funktioniert und die Anforderungen erfüllt. In einem KI-System würde dies die Überprüfung der Genauigkeit der KI-Modelle und deren Fähigkeit, auf neuen, unvorhergesehenen Daten sinnvoll zu reagieren, umfassen.
Datenmodelle (Data Scientists):
Data Scientists erstellen die Datenmodelle, die für das Training und die Evaluierung des KI-Systems benötigt werden. Sie analysieren die Daten, bereiten sie vor und entwickeln Machine-Learning-Modelle, die dann in die IT-Anwendung integriert werden.
Infrastruktur (Betreiber/Betreiberin):
Für den Betrieb des Systems muss eine passende IT-Infrastruktur bereitgestellt werden, besonders bei KI-Systemen, die oft eine hohe Rechenleistung und spezielle Hardware wie GPUs benötigen.
IT-Anwendung (Nutzer/Nutzerin):
Schließlich wird die fertige IT-Anwendung an die Nutzer und Nutzerinnen übergeben. Bei einem KI-System könnten dies z.B. Logistikmanager sein, die mit der KI interagieren, um ihre Prozesse zu optimieren.



Risiken von Technologien bei der Verarbeitung sensibler Daten (insbesondere im Gesundheitswesen)

Schlüsselkonzepten wie Verschlüsselung, Anonymisierung und deren Grenzen
Biases in Technologien
algorithmischen Verzerrungen (Biases) in technischen Systemen
ungewollte Diskriminierung bei der Nutzung von Algorithmen (z.B. in der medizinischen Datenverarbeitung oder Telemedizin)




Vorher hast du über Biases in technischen Systemen gesprochen. Dies lässt sich gut mit dem Paper verbinden, da der Conversational Agent (CA) versucht, diese menschlichen Biases und verzerrten Rollenvorstellungen aufzulösen.  „Nicht nur bei der Erfassung und Verwaltung von Gesundheitsdaten begegnen uns Verzerrungen, sondern auch bei der Frage, wie Pflegekräfte ihre Rolle wahrnehmen. Unbewusste Vorurteile, sowohl in Menschen als auch in technischen Systemen, können die Qualität der Pflege beeinflussen. Das vorgestellte Paper zeigt, wie ein KI-basierter Ansatz helfen kann, solche Hindernisse zu überwinden.“
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Kurzstudium Soziale Berufe – 
Schwerpunkt Künstliche Intelligenz

Digitale Souveränität als Präventionskonzept



Zwischen Entlastung und 
Entfremdung: KI im sozialen
Bereich 2025
Eine kritische Betrachtung der 
der Transformation der 
Profession im digitalen Zeitalter
Zeitalter

Presenter-Notizen
Präsentationsnotizen
- Mechanismen, wie KI Arbeit verändert: Aufgabenverschiebung, Taktverdichtung, ständige Erreichbarkeit, Intransparenz.�
- Psychische Wirkungsketten: �Unsicherheit → Kontrollverlust → Stress → Coping (u. a. „Over-Effizienz-Streben“).
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Laut IWF werden 60 % der Arbeitsplätze durch KI 
beeinflusst – von Automatisierung bestehender
Prozesse bis zur Entstehung völlig neuer
Tätigkeitsfelder und Anforderungsprofile

Prof. Dr. Michael Garkisch: Mit dem Konzept 
Konzept der Artificial Social Work
etabliert sich ein völlig neues 

etabliert sich 

Verständnis
Verständnis

der Disziplin.
der 

N eue Frühwarnsystem e können Krisen wie 
d rohend e O b d achlosig keit od er 
G ewaltsituationen b ereits erkennen, b evor sie
eskalieren – ein p räventives Potenzial, d as uns 
b isher verschlossen b lieb .
Bis zu 30 % der Arbeitszeit entfallen auf Administration 
– KI befreit wertvolle Ressourcen für das Wesentliche: 
die Beziehungsarbeit mit Klientinnen und Klienten.



Vorbeugende Systeme: Allegheny Family Screening Tool (AFST) / USA

Verhindern von Vernachlässigung und Misshandlung von Kindern

• In Allegheny County in den USA wird ein Familien Screening Tool 
genutzt, um das Risiko von Kindesmisshandlungen zu errechnen

• Datenquellen sind u.a.: Bereits vorhandene Informationen im
Jugendamt, sowie diverse andere Verwaltungsdaten wie local 
housing authorities, criminal justice system, human service 
department und Informationen von den Schulen.

• Soll Sozialarbeitern helfen, große Datenmengen schneller zu verstehen und 
Gefährdungen früher zu bemerken

• Aktuelle Probleme des Systems: Datenqualität nicht ausreichend und ein starker Fokus 
auf Armut als Indikator für Misshandlungen

https://www.alleghenycounty.us/Human-Services/News-
Events/Accomplishments/Allegheny-Family-Screening-Tool.aspx
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Presenter-Notizen
Präsentationsnotizen
Ähnliche Systeme in England.
"Palantir" bedeutet zweierlei: erstens ein magischer "Seherstein" aus J.R.R. Tolkiens "Der Herr der Ringe", und zweitens der Name eines US-amerikanischen Softwareunternehmens, das nach diesen Steinen benannt ist. Das Unternehmen stellt Datenanalyse-Software her, die große und komplexe Datensätze miteinander verknüpfen und Muster darin erkennen kann, um beispielsweise bei der Terror- oder Verbrechensbekämpfung zu helfen


Der Landtag von Baden-Württemberg hat das Gesetz zur Einführung einer automatisierten Datenanalyse und zur Änderung weiterer polizeilicher Vorschriften mit 113 von 136 Stimmen abgesegnet. Bei nur 22 Nein-Stimmen und einer Enthaltung wird die Maßnahme von der grün-schwarzen Koalition sowie weiten Teilen der Fraktionen von FDP/DVP und AfD getragen. Damit darf Palantirs Software auch von der dortigen Polizei genutzt werden.
Mit den beschlossenen Änderungen am Gesetz erhält die Polizei eine rechtliche Grundlage, um vorhandene Daten künftig mithilfe des Verfahrensübergreifenden Recherche- und Analysetools, kurz VeRA, auszuwerten, das auf Palantirs Software Gotham basiert.


https://www.alleghenycounty.us/Human-Services/News-Events/Accomplishments/Allegheny-Family-Screening-Tool.aspx
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https://www.alleghenycounty.us/Human-Services/News-Events/Accomplishments/Allegheny-Family-Screening-Tool.aspx
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https://www.alleghenycounty.us/Human-Services/News-Events/Accomplishments/Allegheny-Family-Screening-Tool.aspx
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https://www.alleghenycounty.us/Human-Services/News-Events/Accomplishments/Allegheny-Family-Screening-Tool.aspx


Beschleunigt 
–

–
aber zu 

welchem Preis?
Preis?

Presenter-Notizen
Präsentationsnotizen
Die Geschwindigkeit der digitalen Transformation überfordert zunehmend die menschliche Anpassungsfähigkeit
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Always-On-Mentalität

48 % der Beschäftigten berichten von hohem
Leistungs- und Zeitdruck im digitalen
Arbeitsumfeld. Die Erwartung ständiger
Verfügbarkeit wird zur Belastung.

Digitale Medien und permanente
Benachrichtigungen führen zu weniger
Aufmerksamkeit und verminderter
Konzentrationsfähigkeit bei komplexen Aufgaben.

Zwanghaftes Checken von Systemen und E-Mails 
trotz Erschöpfung – ein klares Warnsignal für 
digitale Überlastung



KI-gestützte Früherkennung psychischer Risiken

Technologie trifft Fürsorge

Datenanalyse
Erfassung relevanter Belastungsfaktoren

Früherkennung
Identifikation von Risikosignalen

Intervention
Gezielte Unterstützungsmaßnahmen

Psychische Gefährdungsbeurteilung mit KI-Unterstützung (Wirtschaftspsychologie Heute, 2024)

Presenter-Notizen
Präsentationsnotizen
Künstliche Intelligenz kann zur Analyse psychosozialer Belastungen eingesetzt werden und ermöglicht frühzeitige, individualisierte Interventionen für Beschäftigte.
Die Kombination aus technologischer Präzision und menschlicher Fürsorge ist der entscheidende Erfolgsfaktor für nachhaltige Prävention.




25

Kann KI süchtig machen?“
Was bedeutet „Sucht“ im Kontext KI?

KI kann verstärkende Mechanismen enthalten:
• sofortiges Feedback
• scheinbare Empathie
• personalisierte Antworten
• unendliche Verfügbarkeit

Risiko einer Medienabhängigkeit durch KI
• KI ersetzt soziale Interaktionen
• „KI versteht mich besser als Menschen“ (gefährliche Dynamik)
• Gefahr emotionaler Abhängigkeit
• Potenzial für „KI-bedingte Einsamkeit“
• Risiko: Verlängerte Nutzung von Substanzen durch entlastende 
Aussagen („Das ist nicht so schlimm…“)

Spezielle Herausforderungen für Jugendliche
• Vapes, Cannabis, Nikotin
• KI normalisiert Trends (Gefahr der Verharmlosung)
• Schnell verfügbare „Informationen“, ungeprüft und nicht altersgerecht



Kurzstudium Ethik und Recht – 
Schwerpunkt Künstliche Intelligenz

Digitale Souveränität als Präventionskonzept



Ethische Anforderungen an KI

Visit Us

Presenter-Notizen
Präsentationsnotizen
Globales Bild durch Studie von Jobin et al. (2019): 84 Dokumente von KI-Ethik-Komitees von überall auf der Welt Untersuchung auf Schnittpunkte

Europäische Anforderungen an KI-Ethik
KI-Strategie, Enquete-Kommission des Bundestags, Datenethikkommission, HEG-KI, EGE und viele weitere Ethik-Komitees:
Wahrung der Grund- und Menschenrechte ist Ziel aller Normen und Standards für KI
Weitere konkrete Handlungsbedarfe des Maßnahmenkatalogs der EU 
•Schaffung von Transparenz über KI in Europa
•Förderung des Austauschs und der Zusammenarbeit
•Errichtung europäischer KI-Zentren
•Zentralisierung von europäischer Förderung
•Reduktion der Subsidiarität in gemeinsamen Programmen für Wirtschaft, Forschung und Bildung


•Schwierigkeit internationale Ethik zu beschließen betrifft nahezu alle ethisch relevanten Themenfelder
•Globale Ethik besonders relevant bei weltweit geteilten Gefährdungen

•Weltweit divergierende gefestigte Werte und Moralvorstellungen erschweren Etablierung einer allgemeinen globalen Ethik
•Gefährlicher Einfluss von KI-Ingenieuren Team sollte divers sein, sorgfältige Auswahl der Altdaten 

Altenburger,Reinhard(2021):KünstlicheIntelligenzimSpannungsfeldInnovation,EffzienzundgesellschaftlicheVerantwortung.In:Altenburger,Reinhard;Schmidpeter,René(Hrsg.):CSRundKünstlicheIntelligenz.Berlin:SpringerGabler,S.1–13.
Awad,Edmond/Dsouza,Sohan/Kim,Richard/Schulz,Jonathan/Henrich,Joseph/Sharrif,Azim/Bonnefon,Jean-François/Rahawan,Iyad(2018):TheMoralMachineExperiment:40MillionDecisionsandthePathtoUniversalMachineEthics.Massachusetts:MassachusettsInstituteofTechnology.
Barton, Marie-Christin/Pöppelbuß, Jens (2022): Prinzipien für die ethische Nutzung Künstlicher Intelligenz. In: HMD Praxis der Wirtschaftsinformatik, S. 496 –481.
Brauck,Markus(2020):SolltenunsereKinderlernenwieJeffBezosundElonMuskzudenken?URL:https://www.spiegel.de/netzwelt/richard-david-precht-und-frank-thelen-im-spiegel-streitgespraech-a-00000000-0002-0001-0000-000172728837(DatumderRecherche:20.04.22)(ZitatvonRichardPrecht2020).
Bülchmann,Oliver(2020):KünstlicheIntelligenzundEthik–einungleichesPaar?In:Wirtschaftsinformatik&ManagementVolume12,S.206–215.
BundesverbandDigitaleWirtschaft(2019):Mensch,Moral,Maschine.DigitaleEthik,AlgorithmenundkünstlicheIntelligenz.URL:https://www.bvdw.org/fileadmin/bvdw/upload/dokumente/BVDW_Digitale_Ethik.pdf(DatumderRecherche:03.05.2022).
Buxmann,Peter/Schmidt,Holger(2021):EthischeAspektederKünstlichenIntelligenz.In:Buxmann,Peter/Schmidt,Holger(Hrsg.):KünstlicheIntelligenz.MitAlgorithmenzumwirtschaftlichenErfolg.2.,aktualisierteunderweiterteAuflage,Berlin:SpringerGabler.
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Trolley-Problem
Straßenbahndilemma
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Presenter-Notizen
Präsentationsnotizen
Und damit kommen wir zur Frage, warum Ethik in der KI relevant ist, bzw. wie die Themen zusammenhängen: Die Dilemmata, die durch das Trolley-Problem und das "Fat Man Problem" in der theoretischen Ethik dargestellt werden, finden ein modernes Äquivalent in der Diskussion um autonome Fahrzeuge. Die Entwicklung selbstfahrender Autos bringt die Notwendigkeit mit sich, moralische Entscheidungen zu programmieren, die in Bruchteilen von Sekunden während eines möglichen Unfalls getroffen werden müssen. Wie sollte ein autonomes Fahrzeug programmiert werden, wenn es mit einer Situation konfrontiert wird, in der ein Unfall unvermeidlich ist? Soll es beispielsweise die Insassen des Autos oder Fußgänger schützen? Das Massachusetts Institute of Technology (MIT) hat mit der "Moral Machine" eine Plattform geschaffen, auf der Benutzer komplexe ethische Entscheidungen treffen können, die von einem autonomen Fahrzeug in verschiedenen hypothetischen Szenarien getroffen werden müssen. Die Ergebnisse aus Millionen von Entscheidungen von Menschen aus der ganzen Welt bieten Einblicke in kollektive ethische Intuitionen und könnten dabei helfen, Richtlinien für die Programmierung autonomer Fahrzeuge zu entwickeln..��Stell dir ein KI-System vor, das ein autonomes Fahrzeug steuert.
Um die KI fit für den Verkehr zu machen, trainieren Ingenieur*innen sie mit umfangreichen Fahrdaten. So lernt das System mit der Zeit, Passanten, Verkehrsschilder und komplexe Situationen wie Kreuzungen zu erkennen und reagiert durch die gelernten Muster.
Im Gegensatz zur klassischen Software, die exakt das ausführt, was Entwickler*innen ihr vorgeben, ist ein KI-System dynamisch und lernt aus Erfahrung. Traditionelle Software folgt festen Regeln und muss manuell aktualisiert werden, während die KI im Feld lernt.
Nun stell dir vor, das Fahrzeug fährt in eine Baustelle, wo eine unkonventionelle Umleitung eingerichtet ist. Zusätzlich blendet die tiefstehende Herbstsonne die Kamera, sodass Bodenmarkierungen schwer zu erkennen sind. Für ein KI-System, das nie zuvor mit dieser Situation konfrontiert wurde, ist es eine Herausforderung, aus den Trainingsdaten eine passende Reaktion abzuleiten. Klassische Software würde in diesem Fall vorgegebene Anweisungen befolgen, doch die KI muss hier improvisieren. Fehlen in ihren Daten ähnliche Szenarien, könnte das Fahrzeug zögern oder einen Fehler machen.

Und damit kommen wir zur Frage, warum Ethik in der KI relevant ist, bzw. wie die Themen zusammenhängen: Die Dilemmata, die durch das Trolley-Problem und das "Fat Man Problem" in der theoretischen Ethik dargestellt werden, finden ein modernes Äquivalent in der Diskussion um autonome Fahrzeuge. Die Entwicklung selbstfahrender Autos bringt die Notwendigkeit mit sich, moralische Entscheidungen zu programmieren, die in Bruchteilen von Sekunden während eines möglichen Unfalls getroffen werden müssen. Wie sollte ein autonomes Fahrzeug programmiert werden, wenn es mit einer Situation konfrontiert wird, in der ein Unfall unvermeidlich ist? Soll es beispielsweise die Insassen des Autos oder Fußgänger schützen? Das Massachusetts Institute of Technology (MIT) hat mit der "Moral Machine" eine Plattform geschaffen, auf der Benutzer komplexe ethische Entscheidungen treffen können, die von einem autonomen Fahrzeug in verschiedenen hypothetischen Szenarien getroffen werden müssen. Die Ergebnisse aus Millionen von Entscheidungen von Menschen aus der ganzen Welt bieten Einblicke in kollektive ethische Intuitionen und könnten dabei helfen, Richtlinien für die Programmierung autonomer Fahrzeuge zu entwickeln..
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EU KI Verordnung: 
Ein Kompass
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Presenter-Notizen
Präsentationsnotizen
“Quick show of hands: Who already considers their Company EU AI Act–compliant today?”
“And who is a fan of the AI Act?”

Guardrails for Flourishing (EU AI Act, human‑centric)
EU AI Act: A compass, not a cage.
Regulation is society making a promise to itself: we will use power without abandoning people.
The EU AI Act establishes a risk-based framework for AI governance, ensuring transparency, human oversight, and responsible use of AI technologies to protect society and individual rights.
To ensure AI serves humanity, we must establish clear ethical guardrails. Responsible governance balances innovation with accountability, empowering us to harness AI's potential while safeguarding against misuse.

Think of the Act as the lane markings for a fast road: it tells us where to accelerate, where to yield, and when a human must take the wheel. Clear duties—purpose, data hygiene, human oversight, post-market monitoring—don’t slow innovation; they speed trust. They give builders a shared checklist, give leaders audit-ready confidence, and give citizens simple guarantees: you’ll know when AI is used, you can reach a person, and high-risk uses face higher proof. With common tests, model cards, and incident playbooks, we stop arguing about whether to ship and start improving how we ship. In other words, the EU AI Act is our bridge from lab to life: proportional guardrails that keep the road open, raise the average quality bar, and let the best ideas scale safely—so progress arrives sooner, and it sticks.�It would be nice if one compass guided the whole world. We’re not there—and that’s okay. We already see pragmatic movement: sector-led and state-level rules in the U.S., more state-driven frameworks in China, and regional efforts elsewhere, each reflecting different histories and values. Diversity in approach isn’t a bug; it’s a resilience feature—as long as we align on a few non-negotiables: transparency about when AI is used, meaningful human oversight for high-stakes decisions, robust data protections, red-teaming and incident reporting, and real consequences for misuse. We don’t need identical laws to avoid an AI dystopia; we need interoperable guardrails and a shared commitment to keep people—dignity, agency, fairness—at the center.
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Schlaraffenland oder Dystopie?

Welche Veränderungen kommen auf die Suchthilfe zu?
• KI wird zu einem „unsichtbaren Dritten“ im Beratungsgespräch
• Ratsuchende kommen mit KI-Vorwissen – oft fehlerhaft
• Bedarf an digitaler Gesundheitskompetenz bei Fachkräften
• Beratungsstellen müssen strategischer mit KI umgehen

Chancen für die Suchthilfe
• Entlastung im Hintergrund
• Bessere Zugänge für schwer erreichbare Gruppen
• Unterstützung bei Dokumentation & Anamnese
• niedrigschwellige Erstkontakte (Infos, Screening)

Grenzen & Gefahren
• Datenschutz & Vertraulichkeit
• Fehlentscheidungen / Falschinformationen
• Keine Diagnosen, keine empathische Beziehung
• Gefahr, vulnerable Menschen falsch zu beraten
• Bias & Diskriminierungen

Energie!



33

Bedeutung von Künstlicher Intelligenz in der Sozialen Arbeit; G. Linnemann, Julian Löhe, Beate Rottkemper. Soziale 
Passagen, 2023.
KI und Soziale Arbeit – Was ist heute möglich?; Aleksandra Poltermann, Eric Rudolph, P. Steigerwald, R. Lehmann, 
Sozialwirtschaft, 2024.
Wie kann Künstliche Intelligenz im Sozialmanagement sinnvoll eingesetzt werden?; Ulrich Gartzke, Michaela Preis, 
Blätter der Wohlfahrtspflege, 2024. 
Mein neuer Teamkollege ist ein Roboter! Wie soziale Roboter die Zukunft der Arbeit verändern können; Sabine T. 
Koeszegi, A. Weiss, Management-Reihe Corporate Social Responsibility, 2021.
Künstliche Intelligenz; Christian Montag, Künstliche Intelligenzen als moralisch verantwortliche Akteure? 2020.
Künstliche Intelligenz in der Sozialen Arbeit – Zwischen Bedenken und Optionen; Reinhold Gravelmann, TUP - 
Theorie und Praxis der Sozialen Arbeit, 2024.
Künstliche Intelligenz in der Sozialen Arbeit; Olivier Steiner, D. Tschopp, Sozial Extra, 2022.
KI als Schlüsseltechnologie für Pflege, Teilhabe und Bildung; Laura Goretzka, David Große Dütting, Sozialwirtschaft, 
2025.
Von Potenzialen zu spürbaren Mehrwerten; Julia Berner, Sandra Frings, Stefan Strunck,  Sozialwirtschaft, 2025.
KI-Chatbots und digitale Suchtberatung: Eine Interviewstudie zu wahrgenommenen Chancen und 
Herausforderungen von KI-Expert*innen; Nima Montaseri, Matthias Morfeld, Mark Helle, Suchttherapie, 2025.
Wenn Algorithmen für uns entscheiden: Chancen und Risiken der künstlichen Intelligenz; M. Christen, Christen 
Clemens, Johann Čas, Tarik Abou-Chadi, A. Bernstein, et al. 2020. 
Die Einstellung der Konsumenten gegenüber der Nutzung von neuen Technologien und künstlicher Intelligenz; 
Corina Pelau, I. Ene, Ruxandra Badescu, 2021.
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Presenter-Notizen
Präsentationsnotizen
Neue Untersuchungen versuchen, den Ressourcenverbrauch von LLMs über Latenz als Proxy für Stromverbrauch zu messen. Dafür wurden tausende Prompts an 30 Modelle (OpenAI, Anthropic, Meta, DeepSeek) geschickt. Beispielhafte Schätzung: Ein langes Prompt an DeepSeek R1 verursacht ca. 14 g CO₂ und 150 ml Wasserverbrauch. Die Ergebnisse stehen in einem laufend aktualisierten Dashboard (inkl. Mistral, xAI, Google).
Trotz sorgfältiger Methodik bleiben es Schätzungen auf Basis nicht auditierter Daten, mit teils rätselhaften Unterschieden zwischen scheinbar identischen Modellen (z. B. GPT-4o bei Microsoft vs. OpenAI). Fazit: Eine präzise Messung von Energie- und Wasserverbrauch generativer KI ist weiterhin sehr schwierig.
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